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During an emergency response, access to a reliable communication infrastructure is required to exchange accurate information in a timely manner. Various communication technologies have been deployed for emergency response; however, communication between different first response organizations has always been a problem. This is due to either broken networks or lack of knowledge regarding the channel frequency in use for the same device. According to recent investigations, text messaging was shown to be more reliable than voice to exchange short messages carrying critical information. Additionally, posting and updating the information on an electronic webpage accessible to all is also very useful. In addition, we would also suggest that team leaders physically stand together, thus improving network resource utilization plus ensuring receipt of updates and information from peers in the event the higher ranked person in the hierarchy is not reachable.

In this paper, we present supporting arguments for the choice of a wireless mesh network as a candidate to provide communication infrastructure for emergency response. We also present a comprehensive set of technical, social and organizational challenges which we experienced first hand during several deployments, learned about in interviews with emergency responders and by examination of the after-incident reports. Many of these challenges become even more of a concern and have a greater impact on international disasters concerning multiple countries when traditionally different technologies are used often in conjunction with different languages. We also present the results of network performance analysis which identifies sources of bottleneck and overhead in communication. A distributed control hierarchical authority is necessary to prevent bottleneck and the need to cancel an already scheduled path due to resource unavailability or security breach.

Index Terms- Wireless mesh test bed, interoperability, reliability, emergency response, text messaging, electronic update board, information sharing and resource management.

I. INTRODUCTION

The importance of communication in an emergency response scenario is well known throughout the world due to the frequency of recent incidents and the wide range of impacts. In this work we present the state-of-the-art of communication technologies used in emergency response. We also present various projects based on wireless communication technology deployed as part of several drills conducted on campus, city, and county levels with several research groups participating, including the Rescue, WIISARD, and Responsphere projects from the UCSD division of the California Institute for Telecommunications and Information Technology (Calit2) [1] [2] [3] [4]. We present an exhaustive list of technical challenges for communication networks at disaster sites, in addition to the social and organizational challenges of deploying a communication infrastructure at crisis sites, directly extracted from real case scenarios. We address the problem of efficient communication considering human involvement. In real emergency scenarios, humans’ communication and the flow of information affect the response time, as well as the procedures. There are limited resources in the network and the network management needs to be aware of resource status, limitations and conflicts at all times in order to allocate them based on priorities.

The organization of the rest of the paper is as follows: in Section II we present the state-of-the-art of the communication technologies for disaster scenes. In Section III we present the technical, social and organizational challenges in the design and deployment of new communication technologies. Section IV describes the requirements of a communication network infrastructure with application for emergency response describing the supporting reasons for a wireless mesh network as a suitable candidate. This is followed by the description of the wireless mesh network deployed at several drills with performance evaluation results identifying sources of bottleneck and lessons learned. Section VII presents our findings and suggestions to improve information management and resource allocation. Finally, we conclude this work with a closing discussion on the main contributions of this paper in Section VIII.

II. STATE-OF-THE-ART OF COMMUNICATION INFRASTRUCTURE FOR EMERGENCY RESPONSE

The National Institute of Standards and Technology (NIST) has a Distributed Test bed for First Responders
(DTFR) which is a vehicle that provides wireless connection for first responders at a disaster site. The Advanced Network Technologies Communication division has contributed to DTFR with a wireless ad hoc network using 802.11 off-the-shelf devices to provide users with network connectivity [5].

Many existing communication infrastructures became unavailable after Hurricane Katrina hit New Orleans, LA including one of the 800 MHz communication towers. Therefore first responders did not have access to a reliable communication infrastructure to coordinate emergency response activities, transfer data and exchange information locally and to the offsite command centers [6]. FEMA provided the affected area with MERS (Mobile Emergency Response Support) to provide a communication network to enable first responders to exchange information via a video teleconference to the offsite command center. MERS includes trained personnel and a vehicle which provides mobile communication support for voice and data [7].

According to area Sniper investigations report in Washington DC, Montgomery County Police Department (MCPD) communicated with the county using different radios. There was interoperability issues across different devices like VHF/UHF (Very/Ultra High Frequency) and personal cellular phones. A new 800 MHz voice radio system was deployed to provide interoperability by switching to the operating frequency [8].

The Wireless Emergency Response Team (WERT) was established after September 11, 2001 to provide wireless connectivity for first responders to facilitate emergency response and rescue efforts [9].

The Virginia Tech telecommunication network infrastructure is a fiber optic core IP-based data network which provides a reliable communication network for users (wireless or wired) throughout the campus. During the response to the Virginia Tech Massacre on campus, two shootings, in April 2007, the network performed reasonably well with no significant failure despite the sudden increase in the network load. However voice service provided by external vendors at times became unreliable. The network engineers quickly reconfigured a National LambdaRail [10] network connection on-the-fly to increase the network capacity by 1 Gbps to avoid bottleneck or congestion in the network. Several problems was experienced with the radio coverage indoor. Different first response organizations used UHF/VHF and 800 MHz radios [11].

In 2001, the Miami-Dade Fire Rescue (MDFR), FA deployed the initial VoIP to transfer voice over already existing data infrastructure at a lower cost. This has enabled firefighters at different locations to call other stations as they are moved around [12].

Push-to-talk systems have been used for emergency response for years. The problem with them is the lack of interoperability and incompatibility with the other existing communication technologies.

Text messaging has been used for early warnings or exchanging information at a crisis such as the recent earthquake in Los Angeles, CA (July 2008) [19]. Text messaging was used to share information as the data network was not as congested as voice network. This helps to utilize network resources and avoid network congestion.

We believe that the use of an electronic post-it board is a useful method to share information as short messages. Information can be accessed via a web-browser on a computer or cellular-phone. There are several software tools available but due to the high cost of wide deployment, they are not widely used by emergency organizations. Sharing information over electronic pages such as wiki pages accessible by public will be very beneficial.

III. TECHNICAL, SOCIAL AND ORGANIZATIONAL CHALLENGES OF COMMUNICATION TECHNOLOGIES AT CRINES

When an emergency occurs, usually the response process starts with the dispatch center receiving a call. First responders are called to the site immediately. The first attempts into the hot zone, usually by specialized forces such as Bomb squad or HAZMAT, aim to make the hot zone safe for other responders to enter, particularly and most urgently for emergency medical team to enter for triage needs. At the same time, the effort to establish a communication infrastructure is happening in the cold zone to exchange information with the dispatchers and incident command center. The communication infrastructure is to provide decision makers with real-time data and information to assist them with accurate decision for a fast and effective response. There are several technical, social and organizational challenges that responders face during an emergency response. Below we present the challenges that we have experienced during our involvements at several drills, as well as interviewing team leaders at first response organizations before or after the response and investigating after-disaster reports.

a. Inter-organization communication

Interoperability in a heterogeneous environment is crucial for communication and coordination among different agencies where different technologies such as UHF/VHF radios, 800 MHz radios, push-to-talks, etc. are used. The interoperability becomes more of an issue at an international level as there would be different technologies used and even different languages and hierarchies. In an emergency response organizational chart, vertical communication typically refers to within an organization while horizontal communication refers to inter-organizational communication, among team leaders and across different jurisdictions. Based on our observation, in most scenarios horizontal communication is more of a concern as different groups are almost always able to communicate with their own team members but unable to talk to peers. Even when different groups have the same type of radio or technology, they may not be aware of the channel used by their peers therefore information does not flow thoroughly through the network.

b. Resource allocation
The term “resource” refers to network resources such as bandwidth, human resources and apparatus. The information on the status of resource requests, allocation and release must be available and updated in real-time to enable accurate decisions and efficient resources allocation.

c. Choice of backhaul
   To establish communication between disaster site and outside world the infrastructure needs to get connected to Internet through a backhaul link. The choice of backhaul depends on available technologies and the amount of bandwidth or data transfer required.

d. Network reconfiguration
   In an emergency response, there is often a strong need to move nodes and reconfigure the topology. If the signal strength through a relaying node falls below a threshold, the network establishes a new connection seamlessly through a different path providing a better signal strength. Additionally in a multi-hop ad hoc network, it is preferred to be connected through the paths that are not more than two hops away from the gateway. This is to keep the signal strength above a satisfactory threshold and ensure acceptable throughput.

e. Network reliability and message integrity
   It is of highly importance to repeat or send information or messages intact throughout the network. Failure to transmit the message precisely has been the cause of broken communication in past.

f. Traffic management and quality of service
   Network management can allow the network to provide different services for different priority tasks depending on resource availabilities. Different traffic types can be scheduled with respect to the constraints, quality of service requirements and availability of the resources.

g. Limited support for encryption or mobility
   An emergency response depending on the application may require different levels of encryption or information privacy. The communication infrastructure also needs to support mobility for the users when it is needed. The network should support mobility as users or access nodes move around the site.

h. Minimize dependencies
   Emergency response is an interdependent process by nature. It is desired to reduce the amount of dependencies in technical specifications like having a back up source of power or battery-operated for short-term deployments in case power infrastructure goes down. Similarly in an inter-organizational chart minimizing dependencies is desired. This can be interpreted as the functional cohesion corresponding with loose coupling. Naturally it is preferred to eliminate unnecessary dependencies and interactions to protect the system performance and achieve the overall objective in case of individual’s failure. We do not want to turn one organization to a bottleneck and a single point of failure in case of unpredictable disconnection in communication.

i. Scale and nature of disaster
   Decision and resource allocation in a disaster response varies from one incident to another depending on the scale and the nature of the disaster. The degree of urbanization or the geographic spread may require different actions for a specific respond. When the incident(s) is geographically dispersed, it requires a lot of coordination.

j. Training and Financial obstacles
   There is a natural resistance to try out the new technology while the old system works. This might attribute to the cost of replacing or upgrading the existing technology and the cost of training people to learn how to work with new technology.

k. Cultural barriers
   Different organizations may resist deploying new technology for different traditional and cultural reasons. Additionally each organization has a pride in their departments and there is a tendency to be self-sufficient rather than cooperating with others. This slows down the effectiveness of a response as it creates delay in sharing resources and coordination which are vital to an efficient response. To address this, a higher authority (like MMST Task Force Leader) is responsible to set the overall objective and ensure that all organizations work together to achieve that goal for an efficient response.

l. Precise personnel accountability
   Another practical issue in an emergency response is to obtain accountability of personnel attending the response. Responders arrive at different times and before the mobile check-in staff get to them, the special protection force might have the sealed-out uniform on which does not allow scanning the magnetic badge. When there is not an exact list of attendees, the communication is seriously affected. It is difficult to carry-on a well-planned and well-organized response if there is not precise knowledge on the list of personnel attending the crisis site! We believe that an electronic check-in check-out system will assist with the problem so that every one entering the site or leaving the system has to go through it prior to attendance or departure. This solution is similar to the accountability check-in process in use by cruise lines. A unique magnetic ID card can be activated upon an emergency which can be retrieved upon departure and demagnetized to be re-used. This may take us to financial obstacles in item j but it is a one-time cost.

IV. CHOICE OF WIRELESS MESH COMMUNICATION NETWORK

A communication infrastructure within the context of emergency applications should be reliable, robust, easily configurable, quickly deployable at low cost and interoperable in a heterogeneous environment with minimum interdependencies. When different organizations use different radios operating on different frequencies, interoperability is the main common problem. Recently, there has been a better use of existing technologies to provide interoperability by establishing patches throughout the network.

Wireless mesh infrastructure is a candidate to be deployed at crisis site for the following reasons: in mesh
architecture, only gateway(s) is connected through wireless long haul links, which is considered advantageous, as fewer nodes need to be configured. Wireless access nodes form a network when there is a line of sight. The mesh architecture is resilient to the failure of nodes or links as there are alternate paths to take if any one link fails. Similarly, a node can communicate through other nodes when a neighboring node fails. This characteristic improves reliability, as unavailability or failure of sub-components of the system does not affect the overall performance of the system and the service will be continuously available. This architecture is robust in the sense that it is able to operate in a heterogeneous environment with a variety of technologies. Additional wireless access nodes can join or leave the network transparently without causing a service interruption by finding the closest node with best signal strength. Finally, at a disaster site, if we need to move the nodes at some point in time, reconfiguration is trivial since these wireless access nodes will automatically form a network. These wireless access nodes allow users to communicate with each other when there is no wired configuration.

The wireless mesh nodes developed in house used in several drill are presented in the next section. Each access node has two interface cards to provide interoperability and redundancy through the use of different channels for communication. Users using different technology such as CDMA or 802.11 can get connected and talk to each other through these nodes. VoIP can be deployed over wireless mesh network to provide an opportunity to call other responders regardless of their location. This allows responders to utilize their human and network resources efficiently with a smaller connection waiting time suitable for short-term deployments (like crisis cite) or at rural areas.

V. RESCUE WIRELESS MESH DEPLOYMENT AND LESSONS LEARNED

We have deployed the mesh infrastructure in several drills as part of the NSF-funded RESCUE project (Responding to Crises and Unexpected Events), and in exercises of the San Diego Metropolitan Medical Strike Team (MMST) [14]. San Diego MMST is a team of local responders who work together to develop and implement response plans for major urban crises and disasters. The most recent drill in San Diego county CA simulates a bomb explosion inside the Coors amphitheater followed by gas spill in the city of Chula Vista and National City. In this drill several organizations participated including (San Diego city, county and several other neighboring cities) Police, Sheriff, fire department, Emergency Medical Service (EMS) paramedics from multiple agencies, HAZMAT, bomb squads, SWAT, FBI, and the Metropolitan Medical Response Service, etc. The MMST large-scale drill took place at Coors Amphitheater and the neighboring Knott's Soak City water park in Chula Vista. Several first responder organizations attended the site to practice their rapid response and adaptability and resource allocation. An Area Command was activated to oversee the management of multiple incidents that are each being managed by a separate incident command center [15]. There were about 100 victims/patients consisting of volunteers who received instructions on their mock injuries and what they need to do in advance. The measurements have been conducted during the drills over the test bed to capture real network traffic to identify sources of bottleneck.

Figure 1 shows a wireless mesh network infrastructure deployed at a disaster scene which provides connectivity throughout the disaster site and to the outside world through Internet. The gateway can get connected to Internet through any available technology such as wired, wireless or satellite. During several drills that we have been involved we have deployed different technologies as backhaul to connect hot-zone with outside area. We have used satellite link as backhaul link in downtown San Diego, wired link on campus and EVDO at Silver Bullet drill. At Silver Bullet Drill, the infrastructure deployed at the site consisted of two independent networks at each site. Considering the small geographic spread of each incident site, it was sufficient to deploy a small network. Each site had a network consisting of one gateway and three access nodes where gateways were connected to Internet via EVDO technology. The default choice for CalMesh boxes is EVDO where it is not possible to connect through Ethernet or WiFi for faster speed or higher bandwidth. We have observed that the choice of EVDO decrease the network throughput as it is sharing the bandwidth with cellular phones and other devices deploying EVDO technology.

With CalMesh access nodes with multiple interface cards, different systems are uniformly connected to the relaying mesh nodes and will be able to exchange data regardless of their individual technology. CalMesh is an ad-hoc network device consisting of reconfigurable wireless access nodes which can be quickly configured to form a mesh network. The operating range of each access node is about 300m outdoors. Figure 2 shows a picture of the wireless mesh access node with an opened case [16].

Gizmo is another wireless mesh node as a remote-controlled truck developed in house by researchers [17]. It provides broadband coverage and situational awareness via its video and audio outputs. This device is equipped with a GPS module that allows the device to record location-based measurements. The integrated environmental sensors allow the truck to collect data on gas sensor and send measurements via SMS to a designated cell phone. During the drills, patients were tagged with wireless devices (iTAG) connecting them to Internet over the wireless mesh network. This device is used to communicate and transfer patients’ medical status, treatment record, and vital information to medical personnel at the site of the disaster [18].

Real measurements obtained directly over the test bed are studied for analysis and network performance evaluation. It can particularly be used to identify all sources of bottleneck. Additionally applying the real life
scenario data allows to study what if scenarios for future deployments.

Figure 1. Mesh Test bed deployment at a disaster site

Below we present sample results obtained during the drills in past. For this set of data, the total response time is 456 seconds. 137.6 KB of application data and 328.7KB of network data were transferred. The large number of small packets traveling over the network is the main source of bottleneck in this capture. Node 2 has a large number of application turns indicating the number of times the direction of communication changes between source and destination.

Sending large number of small packets cause potential bottleneck in the network which can be optimized by sending fewer larger packets instead. This will reduce the number of request/respond set of messages. Table 1 shows the amount of application data and network throughput between the server and mesh nodes. Application throughput is approximately the same between server and all mesh nodes as they run similar applications. Network throughput includes all application data and network protocol overhead which is similar for all mesh nodes except node 2. Table 2 shows the total number of retransmission for each node. Node 2 has a large number of retransmission which is due to existence of error-prone links in this case (network congestion is not the cause in this scenario) and as a result the network throughput varies drastically from other nodes.

Additionally we have experienced interference among different devices employing various communication technologies which does not quite agree with theory. The network partitioned due to a physical obstructions when a truck blocked the line of sight between two access nodes. To overcome this problem, the nodes were moved around to re-establish the connection where there was a good line of sight.

<table>
<thead>
<tr>
<th>Time (sec)</th>
<th>Node 1</th>
<th>Node 2</th>
<th>Node 3</th>
<th>Node 4</th>
<th>Node 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>50</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>100</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>150</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>200</td>
<td>1</td>
<td>12</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>250</td>
<td>1</td>
<td>15</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>300</td>
<td>1</td>
<td>9</td>
<td>2</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>350</td>
<td>1</td>
<td>14</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>400</td>
<td>0</td>
<td>22</td>
<td>0</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>450</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

VII. INFORMATION MANAGEMENT AND RESOURCE ALLOCATION

At a disaster site, flow of information is critical to facilitate situational awareness and interactions among different responders. Incident management should collect information and share them on a need-to-know basis for an efficient communication.

We have investigated the flow of information during the drill. Most first responders use radio technologies to talk to the people they communicate with. However some have their preference on face-to-face talks. This can be advantageous as the information is not abbreviated and there is no ambiguity about the content. However as the responders get interrupted with radio or other people, there will be unnecessary repeats and delays to reach the responder in person. We believe that if different team leaders physically stand together, there is no need to repeat information or wait unlimited time causing a deadlock in case the person higher in hierarchy is not reachable. The information can be obtained through a peer who has the information already. In case of a security threat, the message needs to be transmitted via a different channel (due to information breach) or take an alternate path (due to physical obstacles causing network partition or new resources). In this scenario a higher authority may need to cancel an already scheduled path or procedure. The authorities may need to get to the same

Table 1- Application and Network Data from server to the mesh access nodes (bytes-directional)

<table>
<thead>
<tr>
<th>Network Data</th>
<th>Application Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Server to Node1</td>
<td>41.3</td>
</tr>
<tr>
<td>Server to Node2</td>
<td>60.2</td>
</tr>
<tr>
<td>Server to Node3</td>
<td>40.5</td>
</tr>
<tr>
<td>Server to Node4</td>
<td>42.5</td>
</tr>
<tr>
<td>Server to Node5</td>
<td>41.8</td>
</tr>
</tbody>
</table>
site physically to exchange information securely in a timely manner.

Resource allocation is particularly important to ensure fairness or prevent deadlock in the network. A cancelation from higher authority may be necessary in this scenario.

In emergency medical applications like admission to a hospital or emergency field hospitals, there is limited number of resources such as beds and doctors available. If the manager or decision making authority does not provision redundancy and does not hold back on some resources, in case of an urgent patient arrival, it may need to cancel an already schedule resource allocation to accommodate the new incoming request. This is a Pre-emptive tasks arriving at the system. The pre-emptive task needs to be carried out in the system, interrupting the on-going process (resuming upon completion of pre-emptive task). This is usually decided and implemented by a privileged individual ranked higher in the hierarchy who is certified to interrupt the current state to avoid deadlock in an urgent matter.

Finally we need to maintain a distributed control and management architecture. The concept of establishing a supervisor and local controllers and articulating the roles and communication plan is of crucial importance to prevent single point of failure.

**VIII. CONCLUSION**

A wireless mesh network provides a reliable infrastructure to share data and information. Several technical, social and organizational challenges concerning developing and deploying new communication technologies such as interoperability, network reconfiguration, resource management, financial and cultural barriers have been presented. Considering the importance of knowing the personnel attendance, we propose deploying an electronic check-in check-out system upon joining or leaving the system to ensure intact accountability.

We presented the available state-of-the-art of the communication technologies for emergency response applications such as UHF/VHF and 800 MHz radios. Text messaging is a suitable alternative to exchange short messages during or after a disaster when there is a sudden increase in voice traffic over the network. Additionally public web-based pages can update and inform public. Inter-organization communication has always been a problem due to network failure, loss of the source of information or lack of a shared detailed communication plan. We presented the characteristics of mesh infrastructure such as reliability and robustness which makes it a suitable candidate for emergency response.

Then we presented some results obtained over the test bed deployment along with a discussion on sources of bottleneck. Finally we presented the concerns and proposed solutions surrounding information sharing and resource management in the network for an efficient flow of information and resource utilization.
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