Joint scheduling and power control supporting multicasting in wireless ad hoc networks
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Abstract

This paper addresses the problem of power control in a multihop wireless network supporting multicast traffic. We face the problem of forwarding packet traffic to multicast group members while meeting constraints on the signal-to-interference-plus-noise ratio (SINR) at the intended receivers. First, we present a distributed algorithm which, given the set of multicast senders and their corresponding receivers, provides an optimal solution when it exists, which minimizes the total transmit power. When no optimal solution can be found for the given set of multicast senders and receivers, we introduce a distributed, joint scheduling and power control algorithm which eliminates the weak connections and tries to maximize the number of successful multicast transmissions. The algorithm allows the other senders to solve the power control problem and minimize the total transmit power. We show that our distributed algorithm converges to the optimal solution when it exists, and performs close to centralized, heuristic algorithms that have been proposed to address the joint scheduling and power control problem.
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1. Introduction

Current and future wireless networks need to support a wide variety of services with high data rate and reliability requirements. The limited energy available at the communication nodes, coupled with the often hostile channel conditions and the limited radio resources, make the problem of providing reliable high data rate services challenging.

Here we focus on multicast services in ad hoc wireless networks. Multicasting enables data delivery to multiple recipients in a more efficient...
manner than traditional unicasting and broadcast-
ing. A packet is duplicated only when the delivery path toward the traffic destinations diverges at a node, thus helping to reduce unnecessary transmissions. For this reason, multicasting is a high desirable feature in ad hoc networks, where bandwidth and nodes’ energy are precious resources. However, some critical issues need to be addressed to provide multicasting in an ad hoc network. A comprehensive discussion on multicast protocols and related issues in an ad hoc environment can be found in [1]. Efficient solutions to the formation of multicast trees in ad hoc networks are proposed in [2–7], while MAC protocols for ad hoc multicasting are presented in [8–10].

In this paper, we address the problem of power control. The power control issue has been well studied in cellular systems [11–13] and ad hoc networks supporting unicast traffic [14,15], to provide the desired link quality, alleviate interference to others, and minimize power consumption. Since we focus on multicasting, the objective of this work is to determine the optimal values of transmit power to be used at the multicast senders, so that the requirements on the signal-to-interference-plus-noise-ratio (SINR) at all intended receivers are fulfilled and the total transmission power is minimized. We formulate the problem as a linear programming problem and propose a distributed, iterative algorithm that converges to the optimal solution. Often, however, the power control problem does not have any solutions, due to the presence of some strong interferers. In this case, as proposed in [15] in the context of ad hoc unicasting, a scheduling\(^1\) algorithm has to be executed to eliminate strong interferers and allow the remaining nodes to solve the power control problem. To the best of our knowledge, our work is the first solution dealing with the problem of distributed, joint scheduling and power control in ad hoc networks that support multicasting.

We introduce the system model and the formulation of the power control problem in Section 2. In Section 3 we present a distributed, iterative power control algorithm, and we prove that this scheme converges to the optimum solution, when it exists. In Section 4 we consider the case where, given the set of multicast senders and receivers, the optimization problem does not have feasible solutions. We present our distributed, joint scheduling and power control scheme, the so called Distributed Joint Scheduling and Power Control (DJS) scheme, and prove some interesting properties of this algorithm. In Section 5, we show by simulation that DJS performs close to some centralized, heuristic algorithms that have been proposed for joint scheduling and power control in wireless networks. Furthermore, we present some simulation results showing that the values of transmit power obtained through the DJS scheme converge to the optimum, when it exists. Finally, Section 6 reviews some related work and Section 7 concludes the paper.

2. System model and assumptions

We consider an ad hoc network composed of stationary nodes, each of them equipped with an omnidirectional antenna. Nodes access the channel by using a TDMA/CDMA scheme with a fixed time slot duration, which accounts for the packet transmission time and a guard time interval. Links between any pair of nodes are assumed to be bi-directional.

We focus on the case of multicast traffic connections. We assume that for each traffic connection the multicast tree has already been constructed and there is no conflict in the transmission setup, i.e., each receiver is associated with only one sender at a time. We are not concerned with traffic routing from the multicast source to the destinations. Rather, we focus on next neighbor transmissions, i.e., sending packet traffic to the specified neighbors while meeting constraints on the SINR at the intended receivers [15]. As mentioned above, we first study the problem of power control and try to find an optimal solution (Section 3); then, we consider the case where an optimal solution does not exist and address the problem of traffic connection scheduling, i.e., how to determine which connections should not be allowed so that

\(^1\) Note that here “scheduling” means allowing/dis-allowing traffic connections so as to ensure that admitted connections enjoy a sufficiently high SINR.
the admitted connections can enjoy a sufficiently high SINR (Section 4).

Let us consider a set of senders denoted by \( S \), and a set of receivers, denoted by \( R \). \( s \) and \( r \) indicate the number of senders and receivers, respectively. Since we deal with multicasting, we have that: \( s \leq r \), i.e., each sender sends data packets to at least one receiver. We define \( P^t_k \) as the transmit power of the generic node \( k \). Every sender causes interference to any receivers, and the amount of interference depends on the power and the propagation attenuation of the transmitted signal. We assume that the signal attenuation over the radio channel is either constant or slowly changing. Short feedback packets using different CDMA codes are encoded with a strong error correction code so that they are always correctly received by the destination nodes.

We assume that interference caused by simultaneous transmissions is treated as noise. Let \( i \) denote the node sending a packet to receiver node \( j \). Node \( j \) receives a transmission from \( i \) successfully if the corresponding SINR at node \( j \) is equal to or greater than a given threshold \( \gamma_j \), i.e.,

\[
\text{SINR}_j = \frac{q_{ij}P^t_i}{\sum_{k \neq i}q_{kj}P^t_k + N_0} \geq \gamma_j,
\]

where \( q_{kj} \) is the propagation attenuation of the signal from sender \( k \) to receiver \( j \). \( N_0 > 0 \) is the noise power, and \( L \) is the system processing gain. We can re-write (1) as

\[
P^t_i \geq I_j(\tilde{P}) \triangleq \frac{\gamma_j \left( N_0 + \frac{1}{L} \sum_{k \neq i}q_{kj}P^t_k \right)}{q_{ij}}, \tag{2}
\]

where \( \tilde{P} = [P^t_{S(1)}, P^t_{S(2)}, \ldots, P^t_{S(r)}]^T \) and \( S(j) \) is the associated sender of receiver \( j \). If we denote the set of all associated receivers of sender \( i \) by \( R(i) \), (2) must be satisfied for all \( j \in R(i) \). Further, our goal is to have the expression in (2) to be satisfied for all nodes in \( R \). Thus, by defining \( \tilde{P} = [P^t_1, P^t_2, \ldots, P^t_s]^T \), and \( \tilde{I}(\tilde{P}) = [I_1(\tilde{P}), \ldots, I_r(\tilde{P})]^T \), the problem addressed in this work can be formulated as

\[
\textbf{P:} \quad \text{minimize} \sum_{k=1}^{s} P^t_k \quad \text{subject to} \quad \tilde{P} \geq \tilde{I}(\tilde{P}). \tag{4}
\]

In the following, we will denote with \( \tilde{P}^* \) the optimal solution to problem \( \textbf{P} \).

### 3. Distributed power control algorithm

Problem \( \textbf{P} \), as expressed in (4), is a linear programming problem which can be easily solved in a centralized fashion [16]. However, due to the distributed nature of wireless ad hoc networks, a distributed algorithm is highly desirable.

In [11], Yates proposes a framework for uplink power control in a cellular radio environment where a sender has only one associated receiver. There, a simple iterative power control algorithm is needed, namely,

\[
P(n + 1) = \tilde{I}(\tilde{P}(n)). \tag{5}
\]

Under (5), each sender updates its transmit power such that the target SINR will be met exactly, assuming that the interference from other senders is constant. Yates proves that as \( n \to \infty \), \( \tilde{P}(n) \) converges to \( \tilde{P} = \tilde{I}(\tilde{P}) \), if such a solution exists. Notice that for each iteration a sender needs feedback only from its associated receivers, since we have,

\[
I_j(\tilde{P}(n)) = \frac{\gamma_j P^t_i(n)}{\text{SINR}_j(n)}. \tag{6}
\]

More specifically, at the \( n \)th iteration, sender \( i \) will need to receive from its associated receivers the value of SINR corresponding to its last transmission; while, \( P^t_i(n) \) is known to the sender, as well as \( \gamma_j \), which is the target SINR value.

Now we show that the multicast power control problem in an ad hoc network environment is indeed similar to the unicast power control problem presented in [11].

**Lemma 1.** If (4) has feasible solutions, then there exists a unique \( \tilde{P}^* \) for which (4) is satisfied and \( \sum_{i=1}^{s} P^t_i \) is minimized. Further, for each sender \( i \), there exists at least one associated receiver \( j \in R(i) \) for which (2) is achieved with equality.

**Proof.** See Appendix [17].
Lemma 1 suggests that we could achieve optimum power control by maintaining only the SINR requirement of the weakest associated receiver for each sender, thus converting the multicast power control problem to the unicast one.

Let us define:

\[ I^\max_i(\bar{P}) = \max_{j \in R(i)} I_j(\bar{P}) \] and

\[ \bar{I}(\bar{P}) = \left[ I^\max_1(\bar{P}), \ldots, I^\max_s(\bar{P}) \right]^T. \]

Using the method in [11], we can show that (5) will also converge to the optimum solution \( \bar{P}^* \) which satisfies \( \bar{P}^* = \bar{I}(\bar{P}^*) \) and minimizes \( \sum_{i=1}^{s} P_i^l \), provided that (4) has feasible solutions. We prove this through Lemmas 1 and 2, and Theorem 1, which are presented in the following. Furthermore, in Lemma 4 we show that, if conditions on convergence are satisfied, then convergence to the optimum is approximately exponentially fast.

**Lemma 2.** Starting from \( \bar{P}(0) = 0 \), \( \bar{P}(n) \) is a monotonically increasing sequence bounded by \( \bar{P}^* \). Starting from a feasible solution \( \bar{P}(0) \), \( \bar{P}(n) \) is a monotonically decreasing sequence bounded by \( \bar{P}^* \).

**Proof.** Recall that \( N_0 > 0 \). Starting from \( \bar{P}(0) = 0 \), observe that \( \bar{I}(\bar{P}_1) > \bar{I}(\bar{P}_2) \) if \( \bar{P}_1 \geq \bar{P}_2 \) with at least one inequality. Note that \( \bar{P}(1) > 0 = \bar{P}(0) \), therefore \( \bar{P}(2) = \bar{I}(\bar{P}(1)) > \bar{I}(\bar{P}(0)) = \bar{P}(1) \). Similarly \( \bar{P}(3) > \bar{P}(2) \), and \( \bar{P}(n) \) is a monotonically increasing sequence. According to Lemma 1, a unique \( \bar{P}^* \) exists. Suppose \( \bar{P}(n) < \bar{P}^* \), it follows that:

\[ \bar{P}^* = \bar{I}(\bar{P}^*) > \bar{I}(\bar{P}(n)) = \bar{P}(n+1). \]

Thus \( \bar{P}(n) \) is upper bounded by \( \bar{P}^* \).

Starting from a feasible \( \bar{P}(0) \), \( \bar{P}(1) = \bar{I}(\bar{P}(0)) \leq \bar{P}(0) \) with at least one inequality, therefore \( \bar{P}(2) = \bar{I}(\bar{P}(1)) < \bar{I}(\bar{P}(0)) = \bar{P}(1) \) and \( \bar{P}(n) \) is a monotonically decreasing sequence. Suppose \( \bar{P}(n) > \bar{P}^* \), it follows that:

\[ \bar{P}^* = \bar{I}(\bar{P}^*) < \bar{I}(\bar{P}(n)) = \bar{P}(n+1). \]

Thus \( \bar{P}(n) \) is lower bounded by \( \bar{P}^* \). \( \square \)

**Lemma 3.** If (4) has feasible solutions, then starting from \( \bar{P}(0) = 0 \), or any feasible solution other than \( \bar{P}^* \), \( \bar{P}(n) \) will converge to \( \bar{P}^* \) as \( n \to \infty \) by the iteration described in (5).

**Proof.** According to Lemma 1, a unique \( \bar{P}^* \) exists. According to Lemma 2, \( \bar{P}(n) \) is a monotonically increasing sequence upper bounded by \( \bar{P}^* \) if \( \bar{P}(0) = 0 \). The uniqueness of \( \bar{P}^* \) implies that \( \bar{P}(n) \) must converge to \( \bar{P}^* \). The same holds when \( \bar{P}(0) \) is a feasible solution other than \( \bar{P}^* \). \( \square \)

**Theorem 1.** If (4) has feasible solutions, then starting from any \( \bar{P}(0) \), \( \bar{P}(n) \) will converge to \( \bar{P}^* \) as \( n \to \infty \) by the iteration described in (5).

**Proof.** According to Lemma 1, a unique \( \bar{P}^* \) exists. Observe that the interference function has the scalability property, i.e., for all \( \alpha > 1 \), \( \bar{I}(\alpha \bar{P}) > \bar{I}(\bar{P}) \).

For any \( \bar{P}(0) \), we can find \( \alpha > 1 \) such that \( \bar{P}_n(0) \triangleq \bar{P}^* \geq \bar{P}(0) \geq 0 \triangleq \bar{P}_1(0) \). It follows that:

\[ \bar{I}(\bar{P}_n(n)) \geq \bar{I}(\bar{P}(n)) \geq \bar{I}(\bar{P}_1(n)). \]

We have shown by Lemma 3 that \( \bar{I}(\bar{P}_1(n)) \) converges to \( \bar{P}^* \). By scalability of the interference function \( \alpha \bar{P}^* = \alpha \bar{I}(\bar{P}) > \bar{I}(\alpha \bar{P}^*) \), so \( \alpha \bar{P}^* \) is feasible and \( \bar{I}(\bar{P}_n(n)) \) also converges to \( \bar{P}^* \). Hence \( \bar{I}(\bar{P}(n)) \) converges to the unique, optimum solution whenever a feasible solution exists. \( \square \)

**Lemma 4.** If (4) has feasible solutions, \( \bar{P}(n) \) converges to \( \bar{P}^* \) approximately exponentially fast.

**Proof.** Suppose at iteration step \( n \), receiver \( r(i) \) has the maximum interference function among the associated receiver set \( R(i) \) of sender \( i \), i.e., \( r(i) \triangleq \arg \max_{j \in R(i)} \bar{I}_j(\bar{P}) \). Note that \( r(i) \) may change with iteration step. The iteration in (5) can be re-written as

\[ \bar{P}(n + 1) = \bar{I}(\bar{P}(n)) = \bar{b}_n + \bar{C}_n \bar{P}(n), \]

where \( \bar{b}_n = N_0 \left[ \frac{\gamma_{r(i)}(1)}{\varphi_{r(i)}}, \frac{\gamma_{r(2)}(1)}{\varphi_{r(2)}}, \ldots, \frac{\gamma_{r(s)}(1)}{\varphi_{r(s)}} \right]^T \) and \( \bar{C}_n \) is an \( s \times s \) matrix defined as

\[ \bar{C}_n = \left[ \begin{array}{cccc}
\bar{C}_{11} & \bar{C}_{12} & \cdots & \bar{C}_{1s} \\
\bar{C}_{21} & \bar{C}_{22} & \cdots & \bar{C}_{2s} \\
\vdots & \ddots & \ddots & \vdots \\
\bar{C}_{s1} & \bar{C}_{s2} & \cdots & \bar{C}_{ss}
\end{array} \right]. \]
When a feasible solution exists, according to Theorem 1, (7) converges to \( \bar{P}^* \). Therefore \( \bar{P}_n \) and \( C_n \) have to stay constant after a finite iteration step \( n^* \). Let us denote \( \bar{r}_n = \lim_{n \to +\infty} \bar{P}_n = \bar{b}_n \) and \( C_n^* = \lim_{n \to +\infty} C_n = C_n^* \). By (7) we have
\[
\bar{P}(n) = \left(I + C_n^* + \cdots + C_n^*\bar{r}_n^{-1}\right)\bar{b}_n + C_n^*\bar{r}_n^{-1} \bar{P}_n^*.
\] (8)

When a feasible solution exists, the moduli of the eigenvalues of \( C_n^* \) are strictly less than 1, hence \( I + C_n^* + C_n^{2*} + \cdots + C_n^{n-1} = (I - C_n^*)^{-1} \) and \( \lim_{n \to +\infty} C_n^*\bar{r}_n = 0 \) [13]. Noting \((I - C_n^*)\bar{P}^* = \bar{b}_n\), we have
\[
\lim_{n \to +\infty} \bar{P}(n) = (I - C_n^*)^{-1}\bar{b}_n = \bar{P}^*.
\] (9)

From (8) and (9) we can see that \( \bar{P}(n) \) converges to \( \bar{P}^* \) exponentially fast after iteration step \( n^* \). \( \square \)

In a real scenario, every sender can use a limited transmit power. Let us denote with \( P_i^{\max} \) the maximum allowed transmit power of sender \( i \). \( P_i^{\max} \) can be initialized to a pre-determined value, e.g., based on the node’s energy capability, and it can be adapted to account for the remaining battery energy of the node. Let us now say that (4) is feasible when there exists solutions to (4) such that \( P_i \leq P_i^{\max} \), for any \( i \). An important property of the iteration in (5) is that, when (4) is feasible, the initial power levels can be properly selected so that the transmit powers at every iteration will not exceed their maximum allowed value. We prove this in Lemma 5.

**Lemma 5.** (a) If (4) is feasible, then starting from any \( \bar{P}(0) \leq \bar{P}^* \), \( \bar{P}(n) \leq \bar{P}^{\max} \) for every \( n \), where
\[
\bar{P}^\text{max} = [P_1^{\max}, P_2^{\max}, \ldots, P_s^{\max}]^T; \quad (b) \quad \text{If } \bar{P}^\text{max} < \bar{P}(0) \leq \bar{P}^\text{max} \text{ and } \bar{P}(0) \text{ is a feasible solution, then } \bar{P}(n) \leq \bar{P}^\text{max} \text{ for every } n.
\]

**Proof.** (a) If \( \bar{P}(0) < \bar{P}^* \), then \( \bar{P}(1) = I(\bar{P}(0)) < I(\bar{P}^*) = \bar{P}^* \). Therefore \( \bar{P}(n) \) is upper bounded by \( \bar{P}^* \). The fact that (4) is feasible implies that: \( \bar{P}^* \leq \bar{P}^{\max} \), hence \( \bar{P}(n) < \bar{P}^* \leq \bar{P}^{\max} \) for every \( n \).

(b) is obvious since if \( \bar{P}(0) \) is feasible solution, Lemma 2 shows that \( \bar{P}(n) \) is a monotonically decreasing sequence bounded by \( \bar{P}^* \). Thus, for any \( n \), \( \bar{P}(n) < \bar{P}(0) \leq \bar{P}^{\max} \). \( \square \)

Lemma 5 shows that we do not need to use a very small initial power vector; indeed, the transmit power levels at the various iterations will never exceed their maximum limits, as long as the initial power is smaller than the optimal power vector.

Also, Lemma 5 indicates that a sender does not need global information to realize that (4) is not feasible: it can draw this conclusion as soon as it finds out that its transmit power will exceed the power limit. Whenever problem \( \mathbf{P} \) does not have any feasible solutions, a scheduling algorithm is needed, that prevents some senders from transmitting, thus enabling the other senders to perform power control [15].

We address the joint scheduling and power control problem in the next section.

### 4. Distributed joint scheduling and power control algorithm

Consider the case where (4) is not feasible and a scheduling scheme is required to remove some
transmissions and allow the admitted senders to execute power control [15]. We highlight that the optimum joint scheduling and power control that maximizes the number of admitted connections, has exponential complexity and, hence, it cannot be of any practical use. A centralized, heuristic scheduling algorithm have been proposed in [18]. Here, we present a Distributed Joint Scheduling and Power Control (DJSPC) algorithm, which enables the candidate senders to independently determine which connection is admissible. A connection refers to the transmission between a sender and a receiver, hence in a multicast environment a sender may have multiple connections. If none of a sender’s connections are admissible, the sender will not transmit.

Our joint scheduling and power control scheme works in a simple way. At the beginning, every connection is assumed to be admissible, and the transmit power levels are set to reasonable initial values such that \( P(0) < P^\text{max} \), if (4) is feasible. How to choose the initial values in practice is discussed in Section 5. At the \( n + 1 \)th iteration, sender \( i \)'s algorithm is as follows.

1. If all of sender \( i \)'s connections are marked non-admissible, set \( P'_i(n + 1) = 0 \).
2. Otherwise, do the following:
   (a) Calculate \( I_j(\tilde{P}(n)) \) for every \( j \in R_n(i) \), where \( R_n(i) \) is the set of associated receivers of \( i \) whose connections are marked admissible.
   (b) Mark \( j \)'s connection non-admissible if \( I_j(\tilde{P}(n)) > P^\text{max}_j \), and updates \( R_{n+1}(i) \) by removing non-admissible connections from \( R_n(i) \).
   (c) Set \( P'_i(n + 1) = 0 \) if \( R_{n+1}(i) = \emptyset \), otherwise:
      \[
      P'_i(n + 1) = I_j^\text{max}(\tilde{P}(n)) = \max_{j \in R_{n+1}(i)} I_j(\tilde{P}(n)).
      \]

At the \( n + 1 \)th iteration, receiver \( j \) estimates SINR, and sends it to its associated sender. Notice that, in order to compute \( I_j(\tilde{P}(n)) \) with \( j \in R_n(i) \), a sender needs feedback only from its associated receivers (see (6)). If, after the \( n + 1 \)th iteration, a sender’s transmit power is zero, it will not transmit. Otherwise, it transmits to the associated receivers (whose connections are admissible) using the obtained value of transmit power.

In the practice, a sender should notify the corresponding receiver whose connection has been marked non-admissible. This can be done by piggybacking the information in the next iteration. This surely has two benefits: (i) the receiver is informed that it should not expect any packets, and (ii) the receiver no longer wastes power and radio resources by sending back SINR estimates to the sender.

In the Lemma below, we prove that the proposed joint scheduling and power control algorithm has the following desirable properties.

**Lemma 6.** Starting from any \( \tilde{P}(0) < P^\text{max} \), the DJSPC scheme has the following properties: (a) it will converge; (b) if (4) is feasible, all connections will be marked admissible and the result will converge to \( \bar{P} \).

**Proof.** (a) is obvious when (4) is feasible. Similar to (8), we have
\[
\tilde{P}(n) = \bar{b}_{n-1} + C_{n-1}\bar{b}_{n-2} + \cdots + C_{n-1}C_{n-2} \cdots C_1\bar{b}_0
+ C_{n-1}C_{n-2} \cdots C_0\bar{P}(0).
\] Notice that every entry in the matrices and vectors are positive. If (4) is not feasible, \( \bar{b}_{n-1} + C_{n-1}\bar{b}_{n-2} + \cdots + C_{n-1}C_{n-2} \cdots C_1\bar{b}_0 \) does not converge. Let us show this by contradiction. If it converges, starting from \( \tilde{P}(0) = 0 \), we would have
\[
\tilde{P}(n) = \bar{b}_n + C_n\bar{P}(n)
\] as \( n \to +\infty \). This means as \( n \to +\infty \), \((1 - C_n)\bar{P}(n) = \bar{b}_n \) and therefore (4) is feasible, which is contradictory to the assumption.

Now we have shown that \( \bar{b}_{n-1} + C_{n-1}\bar{b}_{n-2} + \cdots + C_{n-1}C_{n-2} \cdots C_1\bar{b}_0 \) does not converge when (4) is not feasible. Noting that the last term in (10) is always a positive vector and that \( \bar{b}_{n-1} + C_{n-1}\bar{b}_{n-2} + \cdots + C_{n-1}C_{n-2} \cdots C_1\bar{b}_0 \) is monotonically increasing, some elements in \( \tilde{P}(n) \) will exceed those in \( P^\text{max} \) as \( n \) increases. When this happens at least one connection will be marked non-admissible. This process continues until the set of admissible connections converges.

(b) is obvious since if (4) is feasible, no connection will be marked non-admissible by virtue of Lemma 5. \( \Box \)
4.1. Discussion on the DJSPC performance

We now turn our attention to the performance of the DJSPC scheme. It would be interesting to compare DJSPC to the optimum algorithm which maximizes the number of admitted connections. Unfortunately the optimum joint scheduling and power control has exponential complexity since it has to search for a combination of connections that is feasible and also includes the most number of connections.

In [18], Zander studies a heuristic, centralized scheduling algorithm where at each iteration the connection with the minimum normalized SINR (current SINR normalized by target SINR) is removed, whenever a sender’s next power exceeds its limit. After removal of the “weakest” link, the iteration starts again from the beginning. We first ask ourself whether this removal policy based on SINR is a good algorithm. The following Lemma seems to support it.

**Lemma 7.** With a constant set of senders and receivers, the minimum normalized SINR among all receivers is monotonically increasing under the proposed power control algorithm.

**Proof.** We have,

\[ \tilde{P}(n + 1) = I_j(\tilde{P}(n)) = \frac{\gamma_j P_j(n)}{\text{SINR}_j(n)}. \]

The normalized SINR is given by

\[ \text{SINR}_j(n) = \frac{\frac{P_j(n)}{\gamma_j}}{\frac{P_j(n)}{n + 1}}. \]

Suppose the minimum normalized SINR of active connections at step \( n \) is \( \beta_n = \min_j \text{SINR}_j(n) < 1 \), i.e. \( \beta_n \tilde{P}(n + 1) \leq \tilde{P}(n) \) where equality is achieved for at least one element of the vectors. We have

\[ \beta_n \tilde{P}(n + 2) = \beta_n \tilde{I}(\tilde{P}(n + 1)) < \tilde{I}(\beta_n \tilde{P}(n + 1)) \leq \tilde{I}(\tilde{P}(n)) = \tilde{P}(n + 1). \]

The first inequality is due to the scalability property of the interference function. Since \( \beta_{n+1} \tilde{P}(n + 2) \leq \tilde{P}(n + 1) \) with equality achieved for at least one element, we can see that \( \beta_{n+1} > \beta_n \), i.e., the minimum normalized SINR is monotonically increasing with iterations when the set of senders and receivers is constant, even if there is no solution to (4). □

Lemma 7 implies that the infeasibility of (4) is due to bounded minimum normalized SINR. However, we found that the removal algorithm based on normalized SINR does not perform well, rather it performs even worse than our distributed algorithm. This is because that normalized SINR does not capture the “weakness” of a connection very well. Although the minimum normalized SINR of all connections is monotonically increasing, the individual SINR’s may decrease with iterations. Consider, for instance, the case of a weak connection, \( i \), with a low normalized SINR of 0.01 at iteration \( n \). At iteration \( n + 1 \), sender \( i \) boosts its transmit power by 100 times. Consider also that at iteration \( n \) all other connections have normalized SINR close to 1, and their transmit powers remain almost the same at \( n + 1 \). So, at \( n + 1 \) connection \( i \)'s normalized SINR is almost 1, but some other connections may have a lower normalized SINR due to the greatly increased interference from \( i \).

Conversely, we observe that the interference function \( I(\tilde{P}) \) captures the weakness of a connection quite well. The interference function is basically the normalized interference from other transmissions and, when no connection is removed, it is monotonically increasing under the DJSPC algorithm. Therefore a good centralized removal policy is as follows: remove the connection with the maximum interference function among all connections whenever a sender’s power exceeds its limit.

In the next section, we present a simulation-based study of the DJSPC performance, and compare the results that we obtain with our scheme with the performance of the centralized heuristic algorithm removing the connection with the minimum normalized SINR, as well as the one removing the connection with the maximum interference function.

5. Simulation results

We derive the performance of the proposed joint scheduling and power control algorithm for a stationary network whose nodes are randomly
spread over a $100 \times 100$ square region. We focus on a multicast group composed of $N$ nodes, out of which one node is randomly chosen as the multicast source. We consider that the multicast tree is set up by using the MIP scheme [19]. We assume that there are two sets of senders whose transmissions alternate over time. In each odd (even) slot, transmissions are performed by the nodes in the odd (even) layer of the tree, having at least one child. The nodes, which do not transmit in a time slot, act as receivers. An example of a simple multicast tree and of the corresponding transmission scheme are presented in Fig. 1.

We assume that the propagation attenuation between the generic sender $k$ and receiver $j$ is $q_{kj} = 1/d_{kj}^\alpha$, where $d_{kj}$ is the distance between the two nodes, and $\alpha$ is the power decay factor that we take to be equal to 2. The target SINR, $\gamma$, is set to 6 dB for any receiver, $L$ is equal to 4, and $P_{\text{max}}$ is equal to 33 dBm for all senders. Performance metrics are evaluated by Monte Carlo simulations for 2000 independent configurations at each value of $N$.

Fig. 2 presents the average percentage of network instances for which problem $P$, as in (4), is feasible. As shown in the plot, the feasibility probability drops sharply as the number of simultaneous transmissions increases. This clearly indicates the need for a scheduling algorithm.

Next, we consider the case when problem $P$ is not feasible. Fig. 3 shows the average percentage

![A Simple Multicast Tree](image)

Sender | Receiver
--- | ---
A | B, C, D
F | I, J
G | K
H | L

![Fig. 2. Average percentage of not admitted connections vs. the number of nodes in the system ($N$).](image)

Sender | Receiver
--- | ---
B | E, F
D | G, H
K | M, N

![Fig. 3. Average percentage of not admitted connections vs. the number of nodes in the system ($N$).](image)
of multicast connections that are not admitted to transmit according to our scheduling algorithm, as a function of \( N \). We compare the performance of our distributed algorithm with the two centralized, joint scheduling and power control algorithms discussed in the previous section. The best performance is obtained when \( N \) takes values between 8 and 20. When \( N \) is smaller, a very high percentage of connections is not admitted because there are few connections and at least one connection is not admitted. While, when \( N \) is larger than 20, the percentage of not-admitted connections increases with \( N \), due to the higher interference level in the network. However, we observe that DJSPC always outperforms the centralized algorithm that removes the connection with the minimum normalized SINR, and it performs quite close to the centralized algorithm that removes the connection with the maximum interference function.

Fig. 4 shows the average transmit power of the admitted multicast senders after the algorithm convergence is reached. The centralized algorithm that removes the minimum normalized SINR connection has the highest average transmit power, and DJSPC has the lowest average transmit power. This, however, does not mean that DJSPC performs better than the centralized algorithm that removes the connection with maximum interference function; in fact, as shown in Fig. 3, DJSPC removes a larger number of weak connections with respect to the centralized algorithm. Also, we notice that the average transmit power decreases as \( N \) increases. This is because, as larger values of \( N \) are considered, the distance between sender and receiver becomes relatively shorter.

Fig. 5 presents the transmit power level of the admitted senders vs. the number of iterations. The results are obtained through our distributed algorithm, in the case where we have \( N = 15 \), four multicast senders, and the initial transmit power level is set to 0 for all senders. The plot shows that convergence is reached in 5–7 iterations in all cases. Notice that the sharp decrease in sender 1’s power level occurring at the 5th iteration is due to the removal of the connection between sender 1 and one of its receivers. Another connection of sender 1 is removed at the 6th iteration.

Then, we consider the case where a feasible solution to problem \( \mathbf{P} \) exists, so as to compare the performance of our distributed algorithm against the optimal solution. We study a network scenario with \( N = 15 \), out of which four are multicast senders, and we assume that the initial power level is set to 0 for all senders. In Fig. 6, we present the senders’ transmit power as a function of the number of iterations, while in Fig. 7 we show the relative error in the senders’ transmit power that we obtain by comparing the power values given by the DJSPC algorithm and the optimal solution. We can see that for all senders convergence is

![Fig. 4. Average transmit power of admitted multicast senders vs. \( N \).](image-url)

![Fig. 5. Transmit power level of the admitted senders vs. the number of iterations, with \( N = 15 \).](image-url)
achieved quite quickly. More precisely, by looking at Fig. 7, we observe that after 5 iterations, we obtain a relative error smaller than $10^{-2}$ in all cases.

The results shown above are obtained by setting the initial power values to 0, which may be not a practical choice in real world. Senders cannot know whether (4) is feasible nor their optimal power values in advance. However, according to Lemma 5, if (4) is feasible, reasonable large initial transmit power values such that $\bar{P}(0) < \bar{P}$ can be used without decreasing the efficiency of the joint scheduling and power control scheme. On the other hand, if the initial transmit power values are too large a performance degradation occurs. For example, if (4) is feasible, $\bar{P} < \bar{P}(0) < \bar{P}^{\text{max}}$ and $\bar{P}(0)$ is not a feasible power vector, then $\bar{P}(n)$ is not a monotonically decreasing sequence. In this case, $\bar{P}(n)$ could exceed its maximum power limit even though (4) is feasible, and some connections could be unnecessarily removed.

Fig. 8 shows the average number of iterations required to achieve a relative error in transmit power smaller than 10% (upper plot) and the average percentage of multicast connections that are not admitted (lower plot), as functions of the initial power level used by the multicast senders. Results are plotted in both the case where problem P has feasible solutions and the case where no feasible solution exists. We can see that the percentage of connections that are not admitted increases with the initial power value. When P has feasible solutions, all connections are admitted if the initial power value is small. This suggests that the choice of the initial power values is quite critical, and achieving a good tradeoff between scheduling and power control

![Fig. 6. Transmit power level of the multicast senders vs. number of iterations, in the case where a feasible solution exists and $N = 15$.](image1)

![Fig. 7. Relative error in the senders' transmit power, as a function of the number of iterations, in the case where a feasible solution exists and $N = 15$.](image2)

![Fig. 8. Average number of iterations needed for achieving a relative error in transmit power smaller than 10% (upper plot) and the average percentage of multicast connections that are not admitted (lower plot) vs. the initial level of transmit power. The case where a feasible solution exists and no feasible solution exists are shown when $N = 15$.](image3)
efficiency, and the required number of iterations in the DJSPC algorithm is challenging. Finally, we would like to point out that, although we use uniform values in our simulations, the initial power levels and maximum power limits do not need to be the same for all senders.

6. Related work

The problem of power control in wireless networks has been widely studied in the context of both cellular and ad hoc networks. The power control algorithms in [18,11,12,20,13] were designed for a cellular environment but they apply to the case of unicast transmissions in ad hoc networks as well. In particular, in [13] a simple distributed algorithm is introduced, which maximizes the SINR at any receivers while minimizing the total transmission power [12]. The problem of optimally controlling the node transmission range in ad hoc networks was addressed in [21,14]. In [22–24] the authors employ power control to adjust the node power level so as to create a desired network topology. In particular, the problem posed in [22] is formulated as a constrained optimization problem. In [25,26] power control is used within the carrier sense multiple access with collision-avoidance (CSMA/CA) MAC scheme to improve spatial channel reuse. However, the methods proposed there apply specifically to CSMA/CA-based systems, and do not guarantee that the allocated transmission power levels are minimum.

With regard to scheduling and admission control in wireless networks, several proposals have appeared in the literature. For instance, in [27–29] scheduling and admission control schemes involving power control issues are proposed for CDMA-based cellular systems supporting multimedia traffic. In the context of ad hoc networks, a scheduling scheme which provides fairness in channel access and maximizes spatial reuse of bandwidth is presented in [30]. Admission control and power control aspects are addressed in [31], where the authors present a distributed scheme which maintains the SIR of active radio links above their required thresholds while new users request admission in the system.

The work closest to ours is presented in [15], where the joint problem of scheduling and power control in an ad hoc network is first addressed. The key idea in [15] is that strong interferers are eliminated via a scheduling phase so that the remaining nodes can solve the power control problem by using the algorithm in [13]. The work in [15] deals with unicast transmissions; furthermore it assumes the existence of a central scheduler which has information on the nodes' geographical position and traffic conditions. Our work differs from [15] in dealing with a multicast traffic scenario and in proposing a distributed algorithm. In addition, unlike [15], we do not have a separate scheduling phase and a power control phase—these two functions are performed within the same algorithm iteration. In [32,33] the problems of routing, scheduling and power control in a multi-hop wireless network are jointly addressed. In [32] the authors use a dynamic programming-based formulation to maximize the system throughput under a transmit power constraint, taking into account the selected route to the destination. Their solution apply to the context of a multihop network overlaid on a cellular structure. In [33] first the authors formulate the joint scheduling and power control problem as a constrained optimization problem whose solution minimizes the total average transmission power in the network. Then, by using shortest path algorithms with properly set link weights, the authors search for a feasible optimum routing. Again, the work in [33] considers a unicast traffic scenario. In [34], a joint scheduling and power control scheme that mitigates inter-cell interference in a cellular environment is proposed.

Relevant to our work are also some papers on multicasting in wireless ad hoc networks. Multicast protocols for ad hoc networks can be found in [2–7,35]. In particular, [6,7] focus on the construction of a power efficient multicast tree and discuss some crucial issues. The work in [6] points to the broadcast nature of wireless communications: when omnidirectional antennas are used, every transmission by a node can be received by all nodes in its transmission range. This implies that the higher the transmission power is, the more nodes can be reached. However, trade-offs exist
among network connectivity, power consumption, as well as interference caused to other simultaneous transmissions. In [7], both physical layer requirements, expressed in terms of SINR, and network layer issues are taken into account in order to derive a multicast tree which minimizes transmission power. Finally, in [36] clustering is used to generate a supernode topology, where each supernode (i.e., cluster-head) acts as forwarding agent for its members. The authors adapt an ad hoc network multicast protocol to be executed on this supernode topology. Multicast data will move from the sender to its cluster-head, then along the supernode topology, and finally from cluster-head to receivers, by using at every step an appropriate power level.

7. Conclusions

In this paper we addressed the problem of power control in ad hoc networks supporting multicast traffic. Specifically, we first proposed a distributed algorithm that, given the set of multicast senders and their corresponding receivers, provides an optimal solution when it exists, i.e., it minimizes the total transmit power. When no optimal solution exists for the given set of multicast communications, we presented a distributed, joint scheduling and power control algorithm which eliminates the weak connections and tries to maximize the number of successful simultaneous transmissions, while minimizing the total transmit power. Our results show that the proposed distributed, joint scheduling and power control algorithm performs close to centralized, heuristic algorithms that have been proposed to address the problem.
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Appendix A

Lemma 1. If (4) has feasible solutions, then there exists a unique $\bar{P}$ for which (4) is satisfied and $\sum_{i=1}^{n} P_{i}^*$ is minimized. Further, for each sender $i$, there exists at least one associated receiver $j \in R(i)$ for which (2) is achieved with equality.

Proof. Let us define $\bar{b} = N_{0}[\gamma_1, \ldots, \gamma_r]^T$ and,

$$Q = \begin{bmatrix} -\frac{1}{L} q_{11} & \cdots & q_{S(1)1} & \cdots & -\frac{1}{L} q_{1s} \\ -\frac{1}{L} q_{12} & q_{S(2)2} & \cdots & \cdots & -\frac{1}{L} q_{2s} \\ \vdots & \vdots & \vdots & & \vdots \\ -\frac{1}{L} q_{1r} & \cdots & q_{S(r)r} & \cdots & -\frac{1}{L} q_{rs} \end{bmatrix}.$$ 

it is straightforward to show that (4) is equivalent to

$$Q\bar{P} \geq \bar{b}. \quad (11)$$

We can show that: If (4) has feasible solutions, then there exists a unique $\bar{P}$ such that

(i) it satisfies: $Q\bar{P} \geq \bar{b}$, and
(ii) it maximizes $\sum f(P_{i})$ for any strictly decreasing function $f$.

By doing so we prove Lemma 1.

If (4) is feasible, it is easy to see that there exists a $\bar{P}$ which satisfies $Q\bar{P} \geq \bar{b}$ and maximizes $\sum f(P_{i})$ for a (not any) strictly decreasing function $f$. With this $\bar{P}$, we can show that for each sender $i$ there is at least one receiver in $R(i)$ whose SINR is exactly equal to its target SINR. That is, by denoting such a receiver by $r(i)$, we have: $(Q\bar{P})_{r(i)} = b_{r(i)}$. We show this by contradiction [17].

Suppose there exists a sender $i$ such that all receivers in $R(i)$ exceed their target SINR. We can reduce $P_{i}^{*}$ by a certain amount and leave the transmit power of the other nodes unchanged, so that at least one receiver in $R(i)$ reaches exactly its target SINR while the other receivers still exceed theirs. Observe that, since the interference from sender $i$ is reduced, the SINR’s at all the other
receivers are still met. Moreover, $f$ being strictly decreasing, the new power vector, $\vec{P}$ increases $\sum f(P'_i)$, which contradicts the assumption that $\vec{P}$ is a maximizer.

Now, let us consider a $s \times s$ square matrix $Q'$ created by taking for every sender $i$, the $r(i)$'th row of $Q$. Also, consider a $s \times 1$ vector $\vec{b}$ created by taking the $r(i)$'th element of $\vec{b}$, for $1 \leq i \leq s$. This is equivalent to considering the unicast transmission problem, for which we have: $Q'\vec{P} = \vec{b}'$. In such a case, $Q'$ is a full rank matrix if there exists a feasible power vector [37]. If so, we can write: $\vec{P} = (Q')^{-1}\vec{b}'$. For any feasible $\vec{P}$, it must satisfy $Q'\vec{P} \geq \vec{b}'$ and therefore $\vec{P} \geq \vec{P}$ [37].

This result shows that the optimal solution $\vec{P}$ is Pareto Optimal for the multicast case too, i.e., $\vec{P} \leq \vec{P}$ for any other $\vec{P}$ such that $Q\vec{P} \geq \vec{b}$.

By using the result proved above, we conclude that $\vec{P}$ satisfies $Q\vec{P} \geq \vec{b}$, is unique and maximizes $\sum f(P'_i)$ for any strictly decreasing function $f$. □
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